

SA WG2 Temporary Document
Page 1

[bookmark: _Hlk100903854]SA WG2 Meeting #162	S2-2404252
[bookmark: _Hlk100903889]April 15 - 19, 2024 Changsha, China	(was S2-240XXXX)

Source:	Ericsson 
Title:	KI 8: Update to Solution 17, 25
Document for:	Discussion/Approval
Agenda Item:	19.2
Work Item / Release:	FS_NG_RTC_Ph2
Abstract of the contribution: This contribution proposes an update to solution to KI #8, solution 17, and 25.
1. Proposal
It is proposed to accept the following changes to TR 23.700-77 rev 0.4.0

FIRST CHANGE
[bookmark: _Toc157759539][bookmark: _Toc160808812]6.17.2.1	Network centric IMS avatar call flow using data channel
Based on Figure AC.9.3.2-1 in clause AC.9.3.2 of TS 23.228 [5], Figure 6.17.2.1-1 depicts a call flow to establish a network centric IMS avatar call with rendering in the network. UE-A avatar media are transmitted to UE-B via MF/MRF.


Figure 6.17.2.1-1: Establishment of network centric IMS avatar call using data channel
The main steps in the call flow are as follows:
1.	The UE-A initiates an IMS session and establishes audio and video session connections with the UE-B. The bootstrap data channel(s) are established at the same time for both the UE-A and UE-B.
2.	The UE-A decides to request network media rendering of an avatar intended to use for the call based on its status such as power, signal, computing power, internal storage, etc. The UE-A selects the Avatar-id of the avatar.
Editor's note:	How the UE-A is configured or is aware of the Avatar-id is for FFS.
3.	The UE-A performs the XR media rendering negotiation with the XR Application Server. The negotiation includes usage of the Avatar-id.
NOTE X:		The negotiation between the UE and XR AS is in the realm of SA4.
4.	If the negotiation result is successful in step 3, the UE-A initiates new P2A application data channels in this example, which are used for XR data transmission between the UE-A and the network. During the P2A application data channel establishment procedure, the DCSF will instruct the MF/MRF via IMS AS how to establish the data channel and corresponding media processing specification.
5(Optional). IMS AS initiates a media re-negotiation request with UE-A by exchanging the Avatar-id via the application DC, to connect UE-A's audio/video media stream to MF/MRF. UE-A provides to the XR Application Server via the application DC the Avatar-id of the avatar intended to use for the call.
6.	IMS AS initiates a media re-negotiation request with UE-B, to connect UE-B's audio/video media stream to MF/MRF. The Avatar-id is exchanged with UE-B to indicate about the avatar session during the signalling. UE-B has the option to reject the avatar alone or terminate the session based on Avatar-id.
Editor's note:	The SDP content is to be decided by SA4.
7.	The XR Application Server retrieves the avatar metadata using the Avatar-id from DAC.
Editor's note:	How the XR Application Server is triggered to download the Avatar metadata is FFS.
8.	The DAC responds to the XR Application Server with the avatar metadata.
9.	The XR Application Server starts controlling the XR media rendering.
10.	The XR Application Server sends the avatar metadata to MF/MRF and requests rendering of the avatar by MF/MRF.
Editor's note:	The interaction between XR AS and MF/MRF for controlling and media rendering regarding a specific IMS session is FFS since MDC2 is a media reference point.
11.	The UE-A sends information about UE-A to MF/MRF.
Editor's note:	What information about UE-A to be sent is FFS.
12.	The MF/MRF receives the information of UE-A from the UE-A and replaces the face/body with the selected avatar metadata, e.g. via face detection and/or recognition mechanisms.
13.	The rendered avatar media is sent as regular video media to UE-B.
Editor's note:	If the audio should be part of the avatar media is FFS.
14.	The rendered avatar media is sent back to the UE-A as feedback (same content as the one sent to the UE-B in step 13), e.g. to display a thumbnail view of the avatar to the UE-A in the IMS session.

NEXT CHANGE




[bookmark: _Toc157759540][bookmark: _Toc160808813]6.17.2.2	UE-A centric IMS avatar call flow using data channel
Based on Figure AC.9.3.1-1 in clause AC.9.3.1 of TS 23.228 [5], Figure 6.17.2.2-1 depicts a call flow procedure to establish a UE centric IMS avatar call with rendering in the UE-A.


Figure 6.17.2.2-1: Establishment of UE-A centric IMS avatar call using data channel
The main steps in the call flow are as follows:
1.	The UE-A initiates an IMS session and establishes audio and video session connections with the UE-B. The bootstrap data channel(s) are established at the same time for both the UE-A and UE-B.
2.	The UE-A decides to request UE-A media rendering of an avatar intended to use for the call based on its status such as power, signal, computing power, internal storage, etc. The UE-A selects the Avatar-id of the avatar.
Editor's note:	How the UE-A is configured or is aware of the Avatar-id is for FFS.
3.	The UE-A performs the XR media rendering negotiation with the XR Application Server. The negotiation includes usage of the Avatar-id.
4.	If the negotiation result is successful in step 3, the UE-A initiates new P2A application data channel, which are used for XR data transmission between the UE-A and the network. During the P2A application data channel establishment procedure, the DCSF will instruct the MF/MRF via IMS AS how to establish the data channel and corresponding media processing specification.
5.	IMS AS initiates a media re-negotiation request with UE-B, to connect UE-B's audio/video media stream to MF/MRF. The Avatar-id is exchanged with UE-B to indicate about the avatar session during the signalling. UE-B has the option to reject the avatar alone or terminate the session based on Avatar-id.
Editor's note:	The SDP content is to be decided by SA4.
6-9.	The XR Application Server requests DAC to retrieve avatar metadata by providing UE-identity and Avatar-id via DC, and send the avatar metadata to the UE-A. If the UE-A has the association avatar metadata available in cache, step 6-9 shall be skipped.
Editor's note:	How the XR Application Server is triggered to download the Avatar metadata is FFS. 
10.	The UE-A locally mixes the avatar metadata together with the audio/video media received from local sensors (e.g. camera) to animate the avatar (the rendered avatar audio/video media).
11.	The UE-A sends the rendered avatar audio/video media as regular video media to the UE-B since UE-B is incapable of rendering Avatar streams.



NEXT CHANGE

[bookmark: _Toc160808879]6.25.2.1	Network-based procedure for avatar communication


Figure 6.25.2.1-1: Procedures of network-based avatar communication
Figure 6.25.2.1-1 depicts a typical call flow procedure of network-based avatar communication. The main steps in the call flow are as follows:
0.	IMS session and bootstrap data channel has been established, and UE#1 has downloaded and run the avatar communication application.
1.	UE#1 sends a re-INVITE with an updated SDP request to the IMS network to establish application data channel.
2.	IMS AS selects and notifies the DCSF about the session event and data channel establishment request, DCSF identifies the application id contained in the request and transfers the request to XR AS.
3.	XR AS instructs DCSF to send a media instruction request to IMS AS, the request includes service type (avatar call), dc media specification and possibly audio/video media specification according to the avatar call service requirement.
4.	IMS AS selects a MF/MRF instance that support avatar call related media transcoding and rendering according to the service type.
5.	IMS AS requests to MF/MRF to allocate ADC media resource, audio/video media resources if required.
6.	IMS AS notifies the media instruction response to DCSF. DCSF sends the response to XR AS.
7.	The XR AS/DCSF replies to the notification received in step 2.
8.	IMS AS sends the re-INVITE to remote network and UE#2 via S-CSCF, which includes ADC media information, audio/video media information in the SDP.
9.	UE#2 and terminating network returns a 200 OK response with SDP answer for ADC and audio/video.
10.	IMS AS notifies the session event to DCSF and updates the media resources on MF/MRF. DCSF notifies XR AS after receiving notification from IMS AS.
11.	IMS AS sends 200 OK response to UE#1 via S-CSCF, the response includes the SDP answer for ADC and audio/video.
12.	Application data channel(s) are established between UE#1 and MF/MRF, UE#2 and MF/MRF.
13-14.	XR AS sends service media control request to MF/MRF through DCSF via DC4 and MC1, MR/MRF will perform transcoding and rendering functions based on this request.
Take Avatar rendering as an example, the main parameters required include:
	Driven method: driving method, such as facial landmark, audio, video.
	AvatarType: Base avatar type, such as 2D, 3D.
	Avatar URL: Avatar URL information obtained by XR AS from BAR, which Avatar to use is based on the instruction from the user through application data channel or configured in XR AS. This is service specific and will not be specified in SA2.
Editor's note:	The parameters in the service media control request can be transparent transmission for DCSF, which can be negotiated between the XR AS and MF/MRF, the above parameters are for reference only.
Editor's note:	How XR AS and DCSF can invocate the specific media capability for a specific session is FFS.
NOTE:	The XR AS will know which Avatar representation to use based on the service-specific information exchange between XR AS and UE through established application data channel in step 12.
15.	MF/MRF downloads avatar model from XR AS using the Avatar URL received from step 14.
Editor's note:	The details of the interaction between the MF/MRF and applicable XR AS instance including the trigger for MF/MRF to initiate the download is FFS since MDC2 is a media interface.
16.	UE#1 sends metadata through the established application data channel, and/or audio/video stream over RTP, to the MF/MRF.
17.	UE#2 sends metadata through the established application data channel, and/or audio/video stream over RTP, to the MF/MRF.
Editor's note:	Whether the metadata will be standardized or not is FFS.
18.	MF/MRF performs rendering and transcoding such as ASR/TTS/SLR/SSL, etc. and MF/MRF renders the avatar based on the transcoding result or the metadata received from application data channel.
19-20.	MF/MRF sends the avatar video stream and/or generated metadata (such as text) to UE#2, and sends the avatar video stream and/or generated metadata (such as text) to UE#1 if required.
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